Abstract—Posture analysis in quiet standing is a key component of the clinical evaluation of Parkinson’s disease (PD), postural instability being one of PD’s major symptoms. The aim of this study was to assess the feasibility of using accelerometers to characterize the postural behavior of early mild PD subjects. Twenty PD and 20 control subjects, wearing an accelerometer on the lower back, were tested in five conditions characterized by sensory and attentional perturbation. A total of 175 measures were computed from the signals to quantify tremor, acceleration, and displacement of body sway. Feature selection was implemented to identify the subsets of measures that better characterize the distinctive behavior of PD and control subjects. It was based on different classifiers and on a nested cross validation, to maximize robustness of selection with respect to changes in the training set. Several subsets of three features achieved misclassification rates as low as 5%. Many of them included a tremor-related measure, a postural measure in the frequency domain, and a postural displacement measure. Results suggest that quantitative posture analysis using a single accelerometer and a simple test protocol may provide useful information to characterize early PD subjects. This protocol is potentially usable to monitor the disease’s progression.
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I. INTRODUCTION

THE human postural control system has been the object of many investigations in the last few decades in various fields, including orthopaedics, neurology, and rehabilitation [1]–[4]. Instrumented analysis of posture is usually performed by means of force platforms, able to measure the ground reaction force necessary to maintain upright posture and counteract gravity. From the measurement of the ground reaction force components, it is possible to compute the position of the center of pressure (CoP), defined as the application point of the reaction vector on the force platform surface [5].

Postural analysis is often integrated with human movement analysis. The latter requires, besides the force platform for force measurement, optical motion analysis systems based on infrared video cameras and markers on the body or, more recently, markerless techniques, and standard video cameras [6], [7]. Although these movement analysis techniques have provided essential and accurate information for at least two decades [8], their use in clinical practice has been partly limited by cost and the need for qualified personnel.

For these reasons, inertial sensors are being increasingly investigated for movement analysis and to date the results are promising. Such studies have the potential to greatly increase the use of quantitative methods for movement analysis in clinical practice [9]. This approach overcomes the limits of traditional movement analysis laboratories, and has been shown to be a valid alternative both for dynamic motor tasks [10]–[12] and static trials [13], [14]. Inertial sensors are now well established as measurement devices [15], monitor systems, and activity monitors [16]. Additionally, they are much less cumbersome and expensive than motion analysis and force platform systems, even if these two still remain the gold standards in the analysis of human movement and balance.

Analysis of posture and balance in quiet standing is one of the components of the clinical evaluation of Parkinson’s disease (PD). Postural instability is an important and disabling symptom of PD, often leading to falls [17] and injuries; therefore, assessing the standing balance of a PD patient is a promising method for identifying individuals with a high risk of falling due to balance impairments [17]. Several studies, mostly using force plates, have investigated posture in PD subjects both in static and dynamic conditions [3], [17]–[22]. Results from these studies suggest that quantitative posturography may be useful, in addition to clinical measures, for the objective assessment of postural impairments and a better understanding of the pathological deficits in postural control of PD subjects. Even though accelerometers are not yet routinely used for measuring quiet standing in PD, they have already been used to assess several motor complications in PD [10], [11], [23], [24]. This reflects the recent growing interest in quantitative tools for the assessment of PD motor symptoms, with an emphasis on a less invasive and more ubiquitous approach.

Since subjects in early stages of PD do not show severe clinical signs of postural instability [25], [26], quantitative evaluation of the postural performance could provide early markers for later developing problems [21]. Subjects in the present study are in an early mild stage of Parkinson’s disease, evaluated OFF medication. We hypothesized that differences in postural behavior between controls and early mild PD subjects could be detected and described by quantitative features derived from accelerometer signals recorded during quiet stance (QS). Data mining techniques have recently been used in PD...
studies on datasets recorded using quantitative tools (mostly wearable technology) [20], [24], [27]–[29]. These techniques were also applied in [30] to a semiquantitative dataset formed by epidemiological data, clinical scales, and questionnaires. In all these studies, data mining techniques served as suitable tools to extract information of clinical and scientific relevance from the available datasets. In our study, we use feature selection and classification to identify, from the high-dimensional dataset available, the features providing the best discrimination between controls and PD subjects.

In order to evaluate the feasibility and the impact of accelerometry-based posturography, we investigate measures computed from acceleration signals including tremor measures, postural acceleration measures, and postural displacement measures. We use a classification procedure based on a priori knowledge about the presence or absence of the pathology. At the same time, within the classification procedure, we implement a feature selection technique aimed to identify the subset of measures that best discriminate between early-mild PD subjects and control subjects. Different testing conditions are considered, to identify those sensory and attentional demands that, in QS, are more capable of disclosing postural differences between PD and control subjects. Conditions include manipulations of the visual and peripheral somatosensory input, and a dual task paradigm challenging attentional and cognitive resources of subjects.

The data analysis techniques applied to accelerometer data during QS are used to:

1) compute summary measures that characterize postural behavior of subjects with PD;
2) identify the most relevant summary measures (feature selection) able to discriminate between PD and control subjects.

II. METHODS

A. Experimental Sessions

1) Subjects: The subjects were 20 early-mild PD OFF medication (Hoehn & Yahr ≤ 2.5, 62 ± 7 years old, 12 males) and 20 healthy age-matched control subjects (CTRL, 64 ± 6 years old, 7 males). The OFF condition was obtained by a levodopa washout of at least 18 h and a dopamine agonist washout of at least 36 h.

The unified PD rating scale (UPDRS) was assessed for each subject by an expert neurologist the same day of the experimental sessions. In this study, Sections II and III of the UPDRS were considered. The average value of motor UPDRS (Section III) in PD subjects was 26.6 ± 7.1/108.

2) Tests and Conditions: Subjects were asked to stand upright, barefoot, with arms crossed on the chest, looking at a visual marker (a black circle, 5 cm in diameter) placed on a wall 2.5 m in front of them. Foot placement was kept consistent over trials using an averaged preferred position traced on the floor [31]. The subjects were tested in five different QS conditions. Descriptions of conditions, acronyms, and perturbed subsystems are reported in Table I.

The dual task administered in the eyes open dual task (EODT) condition consisted of a concurrent cognitive task: counting audibly backward from 100 by 3’s. In each condition, a different aspect of postural control was perturbed in order to detect a possible deterioration of a particular postural control mechanism in PD subjects. The measurement session was organized in three sequential blocks. Each block was made up of five consecutive trials, corresponding to the different conditions presented in the following order: eyes open (EO), eyes closed (EC), EODT, eyes open on a foam-rubber support (EOF), and eyes closed on a foam-rubber support (ECF). Each trial lasted 30 s.

3) Measurement System: We used a triaxial accelerometer, McRoberts Dynaport Micromod, with a sample rate of 100 Hz, a range of ±2 g, and a resolution of 1 mg. The accelerometer was worn on the lower back by means of an elastic waist belt, at the level of the fifth lumbar vertebra.

B. Preprocessing and Measure Computation

The acceleration signals along the two orthogonal axes of the accelerometer were considered for the analysis: the first aligned with the back/forward direction of sway and coincident with the biomechanical anteroposterior (AP) axis of the body; the second in the left/right direction and coincident with the biomechanical mediolateral (ML) axis of the body.

Three different versions of each signal were considered: raw acceleration, tremor-free acceleration, and tremor-free displacement (approximate center of mass, CoM, displacement). From each of these versions specific measures were computed (see Fig. 1).

The preprocessing of the signals was accomplished following the steps listed as follows (see Fig. 1).

1) Ad hoc measures were computed from the raw signals to evaluate the presence and amplitude of tremor (compare Fig. 1(a) and Table II).

2) A filtering procedure based on Hilbert–Huang transform (HHT) [32] was applied to the raw signals [see Fig. 1(b)] in order to consider only properties related to postural control (i.e., tremor free). HHT can deal with nonstationary processes (such as tremor) and nonlinear systems (such as the postural control systems) and can be used for signal artifact reduction [33]; therefore, this technique was used to isolate and later suppress the effect of tremor. Since tremor frequency in PD is usually in the band 4–7 Hz [34], the 0–3.5 Hz interval was the
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**TABLE I**

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
<th>Perturbed postural sub-system</th>
</tr>
</thead>
<tbody>
<tr>
<td>EO</td>
<td>Eyes Open on a rigid surface</td>
<td>None</td>
</tr>
<tr>
<td>EC</td>
<td>Eyes Closed on a rigid surface</td>
<td>Visual</td>
</tr>
<tr>
<td>EODT</td>
<td>Eyes Open with Dual Task on a rigid surface</td>
<td>Attention</td>
</tr>
<tr>
<td>EOF</td>
<td>Eyes Open on a Foam-rubber support</td>
<td>Somato-sensory</td>
</tr>
<tr>
<td>ECF</td>
<td>Eyes Closed on a Foam-rubber support</td>
<td>Somato-sensory + Visual</td>
</tr>
</tbody>
</table>
3) In order to get measures related to displacement of CoM on the horizontal plane, HHT-filtered acceleration signals underwent a low-pass filtering, with a cutoff frequency of 0.5 Hz and a static gain of $-1/g$, where $g$ is the gravitational acceleration. The transfer function was obtained from a simple biomechanical model, in the sagittal plane, based on inverted pendulum modeling of the human body during QS (see Fig. 2) [5]. This assumption and the small bandwidth isolated by the HHT procedure and then considered for computation of postural acceleration measures.

**TABLE II**

<table>
<thead>
<tr>
<th>Tremor Measures</th>
<th>Domain</th>
<th>Description</th>
<th>Directions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power HF</td>
<td>Frequency</td>
<td>Fraction of power of the signal for high frequencies (between 4 and 7 Hz) [%]</td>
<td>AP, ML</td>
</tr>
<tr>
<td>Peak HF</td>
<td>Frequency</td>
<td>Frequency of the maximum of the PSD for high frequencies (&gt; 4 Hz) [Hz]</td>
<td>AP, ML</td>
</tr>
<tr>
<td>RHL</td>
<td>Frequency</td>
<td>Power ratio of the high (3.5 – 15 Hz) to low (0.15 – 3.5 Hz) frequency components (unitless)</td>
<td>AP, ML</td>
</tr>
</tbody>
</table>

**Postural Measures (acceleration)**

<table>
<thead>
<tr>
<th>Tremor Measures</th>
<th>Domain</th>
<th>Description</th>
<th>Directions</th>
</tr>
</thead>
<tbody>
<tr>
<td>F50</td>
<td>Frequency</td>
<td>50% power frequency: frequency containing 50% of the total power [Hz]</td>
<td>AP, ML</td>
</tr>
<tr>
<td>F95</td>
<td>Frequency</td>
<td>95% power frequency: frequency containing 95% of the total power [Hz]</td>
<td>AP, ML</td>
</tr>
<tr>
<td>CF</td>
<td>Frequency</td>
<td>Centroidal Frequency: the frequency at which spectral mass is concentrated [Hz]</td>
<td>AP, ML</td>
</tr>
<tr>
<td>FD</td>
<td>Frequency</td>
<td>Frequency Dispersion: a unitless measure of the variability of the PSD frequency content (zero for pure sinusoid, increases with spectral bandwidth to one) (unitless)</td>
<td>AP, ML</td>
</tr>
</tbody>
</table>

**Postural Measures (displacement)**

<table>
<thead>
<tr>
<th>Tremor Measures</th>
<th>Domain</th>
<th>Description</th>
<th>Directions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entropy</td>
<td>Frequency</td>
<td>Power spectrum entropy of acceleration (unitless)</td>
<td>AP, ML</td>
</tr>
<tr>
<td>JI</td>
<td>Time</td>
<td>Jerk Index: a function of the time derivative of the acceleration; it is commonly viewed as an index of smoothness [mm²/s³]</td>
<td>AP, ML</td>
</tr>
</tbody>
</table>

**Postural Measures (displacement)**

<table>
<thead>
<tr>
<th>Tremor Measures</th>
<th>Domain</th>
<th>Description</th>
<th>Directions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD</td>
<td>Time</td>
<td>Mean Distance from center of CoM trajectory [mm]</td>
<td>AP, ML</td>
</tr>
<tr>
<td>RMS</td>
<td>Time</td>
<td>Root Mean Square distance from center of CoM trajectory [mm]</td>
<td>AP, ML</td>
</tr>
<tr>
<td>Range</td>
<td>Time</td>
<td>Range of CoM displacement [mm]</td>
<td>AP, ML</td>
</tr>
<tr>
<td>SP</td>
<td>Time</td>
<td>Sway Path: total CoM trajectory length [mm]</td>
<td>AP, ML</td>
</tr>
<tr>
<td>MV</td>
<td>Time</td>
<td>Mean Velocity of the CoM, computed as the median value of the absolute value of the time series obtained through the derivative of the displacement [mm/s]</td>
<td>AP, ML</td>
</tr>
<tr>
<td>SA</td>
<td>Time</td>
<td>Sway Area: area included in CoM displacement per unit of time [mm²/s]</td>
<td>planar</td>
</tr>
<tr>
<td>CEA</td>
<td>Time</td>
<td>Confidence Ellipse Area: area of 95% confidence ellipse [mm²]</td>
<td>planar</td>
</tr>
<tr>
<td>mSCEA</td>
<td>Time</td>
<td>Minor Semiaxis of CEA [mm]</td>
<td>planar</td>
</tr>
<tr>
<td>MSCEA</td>
<td>Time</td>
<td>Major Semiaxis of CEA [mm]</td>
<td>planar</td>
</tr>
<tr>
<td>90-Mdirl</td>
<td>Time</td>
<td>Angular deviation from AP sway of the Max Variance Direction [deg]</td>
<td>planar</td>
</tr>
</tbody>
</table>

*Ji’s computation requires information both from acceleration (Ji) and displacement (SP); it was considered as an acceleration-based measure because it mainly describes properties of the acceleration signal.*
angles of sway in quiet standing trials lead to the following equation, which relates acceleration to sway angle and CoM height

\[ a(t) = h \ddot{\theta}(t) - g \sin \theta(t) \approx h \ddot{\theta}(t) - g \dot{\theta}(t) \]  

(1)

where \( a \) is the accelerometer output in the AP direction, \( \theta \) is the sway angle with respect to vertical, and \( h \) is the height of the inertial sensor (which is assumed to be the same height as the CoM). The corresponding transfer function is

\[ H(s) = \frac{\theta(s)}{a(s)} = -\frac{1}{g - h s^2}. \]  

(2)

Equation (2) in the frequency domain can be written as

\[ H(j\omega) = -\frac{1}{g + h \omega^2} = -\frac{1}{g \left(1 + (\omega/\omega_n)^2\right)}, \quad \omega_n = \sqrt{\frac{g}{h}}. \]  

(3)

With the reasonable assumption of \( h \) being, on average, approximately 1 m, displacement of the CoM projection on the ground \((x = h \sin \theta)\) can be approximated as \( x = \sin \theta \approx \theta \). Thus, (3) represents the relation between the acceleration and the AP projection of CoM in the frequency domain (i.e., the frequency response of the filter obtained from the biomechanical model). Typical postural displacement measures, traditionally obtained from CoP [35], were computed from \( x \) (see Fig. 1(c) and Table II). The same processing was performed on the ML signals, to obtain a displacement signal in this direction. It may be considered that the aim of the procedure was not a precise estimation of the CoM, but rather the achievement of a signal reasonably approximating the characteristics of a displacement, in order to compute corresponding displacement-related measures (such as area and main direction of oscillation during QS, as described in detail in Table II).

Table II summarizes the measures computed from the accelerometers in each test condition. In particular, tremor measures describe the characteristics of the acceleration signal in the frequency domain, assuming that PD tremor is localized between 4 and 7 Hz [34]. Then, several postural measures were computed from tremor-free accelerations to characterize postural sway in the time and frequency domains; the mathematical definitions of these measures are parallel to those traditionally computed from the CoP in posturographic studies and used in clinical practice [36], with the exception of some measures that strictly rely on the acceleration.

Regarding postural measures computed from acceleration, five of them quantify the properties of the acceleration in the frequency domain (F50, F95, CF, FD, and Entropy), and two in the time domain (JI, NJI). JI is computed as a function of the time derivative of the acceleration:

\[ JI = \frac{1}{2} \int \dot{a}^2(t) \, dt. \]  

(4)

Measures derived from displacement are computed in the time domain and describe the amount and direction of sway. Among these, mean velocity is obtained through the derivative of the displacement.

Both tremor and postural measures were computed for the AP and ML directions, with the exception of five postural measures that describe planar (bidimensional) characteristics of the displacement (SA, CEA, mSCEA, MSCEA, and 90-Mdir, see Table II).

For each subject, the mean values of the measures from the three trials in each QS condition were considered in the following feature selection procedure.

C. Feature Selection Procedure

As shown in Table II, 35 measures were computed from accelerometer signals for each QS condition (EO, EC, EODT, EOF, ECF); considering the five conditions jointly, the total number of measures (features) is very high (175) with respect to the available sample of subjects (40).

The feature selection process is characterized by an objective function measuring the discriminative ability of a subset of features, and by a search strategy to select candidate subsets. We implemented a wrapper feature selection approach [37] whose objective function is the predictive accuracy of a given classifier. The classifiers that we considered in this study are some of the most commonly used classifiers which indeed could be easily integrated into the specific feature selection procedure that we designed. These are the linear and quadratic discriminant analysis (LDA and QDA, respectively), mahalanobis classifier (MC), logistic regression (LR), K-nearest neighbors (KNN), and support vector machines (SVM). A brief description of each of them is reported in Table III.

The search strategy used in this study consisted of an exhaustive search for subsets containing one to three features; the limit of three was chosen to permit a clinical interpretation of the results (it would be difficult to associate too many measures with different aspects of the disease). In addition, this limit keeps the search strategy computationally acceptable. Since feature selection is part of the design of the classifier, it should be performed only on the training set, in order to avoid the so-called feature selection bias in the final evaluation of the accuracy of the classifier [43]. This bias may occur when the accuracy of a classifier is estimated using all the available data (instead of the training set only). The most common solution to this problem, when the sample size is not large enough to split the data into a training set for feature selection and a testing set for accuracy evaluation, is to use a nested cross-validation procedure [37]. In this case, the internal cross validation for feature selection is repeated for every training set resulting from the external cross validation,
TABLE III

<table>
<thead>
<tr>
<th>CLASSIFIER</th>
<th>ACRONYM</th>
<th>DESCRIPTION</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Discriminant Analysis [38], [39]</td>
<td>LDA</td>
<td>LDA assumes normal distribution of the data, with equal covariance matrix for both classes. The separating hyperplane is obtained by seeking the projection that maximizes the distance between the two classes' means and minimizes the interclass variance.</td>
<td></td>
</tr>
<tr>
<td>Quadratic Discriminant Analysis [38], [39]</td>
<td>QDA</td>
<td>Similar to LDA, but it does not assume the equal covariance matrix for both classes.</td>
<td></td>
</tr>
<tr>
<td>Mahalanobis Classifier [38], [39]</td>
<td>MC</td>
<td>It assumes a normal distribution for each prototype of a certain class and the feature vector is assigned to the nearest prototype according to Mahalanobis distance.</td>
<td>In this study the dichotomous choice outcomes (0,1) are CTRL and PD.</td>
</tr>
<tr>
<td>Logistic Regression [40]</td>
<td>LR</td>
<td>It aims to translate the information from continuous independent features to the [0, 1] interval which contains the probability associated with the dichotomous choice outcomes (0, 1).</td>
<td>Euclidean distance and k=1 were chosen in this study.</td>
</tr>
<tr>
<td>K-Nearest Neighbors [41]</td>
<td>KNN</td>
<td>It assigns an unseen point to the dominant class among its k nearest neighbors within the training set. These neighbors are obtained using a distance metrics.</td>
<td></td>
</tr>
<tr>
<td>Support Vector Machines [42]</td>
<td>SVM</td>
<td>To identify classes, it uses a discriminant hyperplane which maximizes the margins, i.e. the distance from the nearest training points.</td>
<td>The version with linear boundaries was used in this study.</td>
</tr>
</tbody>
</table>

Fig. 3. Feature selection procedure.

which is used to estimate the accuracy of the classifier. In this study, because of the small sample size, a leave-one-out cross validation (LOOCV) was implemented both for the internal feature selection (LOOCV\text{int}) and for the external evaluation of the classifier (LOOCV\text{ext}).

As summarized in Fig. 3, LOOCV\text{ext} splits the dataset into 40 different training and testing sets (TR\text{e}_i, TS\text{e}_i with 1 ≤ i ≤ 40); for each TR\text{e}_i, a different feature selection was performed (FS\text{e}_i, 1 ≤ i ≤ 40). The objective function (predictive accuracy) of each feature selection was evaluated by LOOCV\text{int}.

After each FS\text{e}_i, a list of optimal subsets of features was generated. There was generally more than one optimal subset with the highest LOOCV\text{int} accuracy. Following the typical nested procedure, TS\text{e}_i should be classified from the classifier built with a single subset chosen by FS\text{e}_i; however, since more than one optimal subset was found, it was not possible to make a unique
choice. Moreover, different FS’s led to different lists of optimal subsets, so we decided to extract those subsets, which were selected more frequently as optimal (overall optimal subsets, see Fig. 3). The number of times a certain subset was selected as optimal (selection times) serves as an index of how robust that subset is to changes in the training set, and therefore to selection bias. Finally, the accuracy of the classifier was computed by LOOCV for the overall optimal subsets (see Fig. 3) and quantified by the misclassification rate (MR), which is the proportion of incorrectly classified subjects. Subsets of different cardinality were considered separately.

Two-sample T-tests were performed to detect differences in the values of certain measures between PD and CTRL subjects. Kendall’s tau correlation analysis was performed in the PD group between tremor-related measures selected by the feature selection procedure and the clinical scores related to tremor. Kendall’s tau correlation analysis was also performed in the PD group between measures selected by the feature selection procedure and UPDRS motor section subscores.

MATLAB R2009b was used for signal processing, postural measure computation, the entire classification procedure, and statistical analysis.

### III. RESULTS

#### A. Feature Selection and Classifiers Performance

In Table IV, a summary of the results of the feature selection procedure is reported, with the subsets of three measures that were selected more frequently as optimal subsets (overall optimal subsets). For each classifier, subsets of three features selected more than 20 times are shown. The number of times a specific subset was selected (SELECTION TIMES) out of the 40 different feature selection procedures is reported in Table IV, as well as the corresponding LOOCV final accuracy estimates MR. Subsets of three features, with an MR of at most 7.5%, were more accurate than subsets of fewer features; in fact for all classifiers, the best MR for pairs of measures was 10% and the best MR for a single measure was 17.5% (not shown).

![Fig. 4. Boxplots of the three measures selected for the MC with the overall highest SELECTION TIMES: power HF in ML direction during EODT condition, FD in AP direction during EOF, and range AP during ECF. Significant differences between the CTRL and PD groups are indicated with *(p < 0.05).](image)

It can be observed that subsets with the same MR may have different SELECTION TIMES; when this happens subsets with higher SELECTION TIMES should be preferred because they show a higher robustness with respect to feature selection bias, as discussed in Section II-C.

All classifiers performed at the same MR (5%), even on different subsets, except KNN, which has a MR of 7.5% in all its best subsets. SELECTION TIMES vary among subsets within the same classifier, and between different classifiers. The highest SELECTION TIMES value (36) is found for a subset chosen by the feature selection procedure based on MC, consisting of:

1) power of the signal for high frequencies (power HF) in ML direction during EODT condition;
2) frequency dispersion (FD) in AP direction during EOF condition;
3) range in AP direction during ECF condition.

In Fig. 4, boxplots of the values of these three measures for CTRL and PD groups are shown; a statistical difference was detected between the two groups for FD and Power HF. Although no statistical difference was found for range, its interaction with the other two measures acts to improve the classifier discriminative ability.
In this study, a quantitative approach for accelerometer-based analysis of posture in subjects with PD was presented. We first computed various measures from the acceleration signals during five QS conditions; these measures were analyzed in order to create a relevant metrics of postural sway in PD. Using a feature selection procedure, we found the appropriate combination of measures that could best discriminate between early-mild PD subjects and CTRL subjects. Our results revealed that feature selection procedures based on different classifiers were comparable in terms of accuracy in discriminating between PD and CTRL subjects (5% or 7.5% of MR). A nested cross validation was applied to limit the effect of possible feature selection bias on the estimated accuracy. Since it was not possible to follow the typical procedure (because several different combinations of features were selected as optimal), a value was derived (SELECTION TIMES) that can be seen as an index of the reliability of the estimation of the MR (with respect to feature selection bias). With equal MR, the subset selected with the MC was the one that had the highest SELECTION TIMES. We might then expect that it will be the most robust when applied to new subjects.

Obtaining good results with only three measures shows that several redundant and irrelevant features were in the dataset. The proposed feature selection hence is useful to: 1) optimize the experimental protocol and reduce the cost of data acquisition (see Section IV-C); 2) reduce the computational costs; 3) improve clinical understanding of the results (see Section IV-B); 4) help in data visualization (see Fig. 5); and 5) improve classification accuracy. For this last purpose, we compared different common classifiers: their similar performances suggest that in the present dataset the choice of the classifier is not critical. Therefore in similar circumstances, attention should be focused on the feature selection procedure rather than on building new or complex classifiers.

B. Selected Features

In our study, only subsets of one to three features were analyzed in the feature selection procedure. The limit of three measures was fixed a priori to select a set of measures easily acceptable from a clinical point of view (too much information may be misleading in clinical practice); in addition, this limit kept the exhaustive search for optimal features computationally acceptable. Choosing a maximum of three features was also a way to avoid the so-called curse of dimensionality: the difficulty for classifiers to learn effective models in spaces of high dimensionality (many features) when the number of samples is limited. High dimensionality may lead to overparameterization (the complexity is too high to identify all the coefficients of the model) or to poor performance of the classifiers. Subsets of three features were found to be the best for classification (compared to subsets of fewer features).

It is noteworthy that the best features (in subsets with the highest SELECTION TIMES) selected by half of the classifiers have common characteristics representing the same aspects of postural control. The similar subsets share: a tremor-related measure, a postural measure in the frequency domain, and a displacement-related postural measure. Our results confirm that all the different kinds of measures we proposed (tremor measures, postural measures computed on acceleration, and displacement) are essential, and can detect different characteristics of postural behavior of subjects with PD in the early stage.

The best combination of classifiers and selected measures highlighted by this study is the MC and the set composed of:
1) power HF in ML direction during dual task (EODT); 2) FD in AP direction with the subjects standing on foam rubber (EOF); 3) range in AP direction with the subjects on foam rubber, but with eyes closed (ECF). Power HF correlates with the UPDRS tremor score, and its values in PD subjects are significantly different from its values in CTRL subjects. Even when clinical signs of tremor are not severe (tremor score: 0.74 ± 0.45/4, range: 0–1.375), this measure can identify and objectively quantify tremor characteristics in PD subjects. One possible reason that Power HF was selected in EODT condition is that in stressful conditions (such as dual tasking) PD subjects usually show higher tremor amplitude [34]. FD values are significantly lower in PD than in CTRL subjects, being a sign of a bit more regular and less variable sway. No statistical difference was shown for the remaining measure, range, which exemplifies a feature that is not able to discriminate by itself but is important for classification because of its interaction with other measures.

From a clinical point of view, PD subjects in the present group did not show pronounced signs of postural impairments. In fact items 28 (posture) and 30 (postural stability) of motor UPDRS had average values of (1.4 ± 0.9/4) and (0.9 ± 0.3/4), respectively. Nonetheless quantitative postural measures were able to add discriminative power to tremor-related measures.

We found a significant positive correlation between the motor UPDRS and the angular deviation from AP sway (absolute value) in EOF condition: the higher the motor UPDRS, the more the sway deviated from the AP direction, toward ML. A possible explanation is that more pronounced motor impairments in PD subjects are reflected by an increased postural sway in the ML direction. This is in agreement with the results by Rocchi et al. [18] who found an increased ML sway for PD subjects, both ON and OFF levodopa, compared to CTRL subjects. Further supporting this interpretation, increased ML sway has also been associated with high fall risk in the elderly [46].

In summary, quantitative measures computed from accelerometers seem to be able to identify postural and tremor characteristics of PD subjects even when in an early-mild stage of the disease, these may not be evident from a clinical evaluation.

C. Testing Conditions

Another important outcome is identifying, which quiet standing conditions are capable of disclosing postural differences between PD and CTRL subjects. Interestingly, the condition with EC does not qualify, since it was not chosen by any classifier as part of the subsets with the highest SELECTION TIMES.

This study found that three conditions are enough to obtain good accuracy in PD/CTRL classification, even if patients are in the early stage of the disease. From a clinical point of view, it would, thus, be possible to shorten the postural test protocol accordingly. In addition, it is interesting to note that, for early stage subjects, when clinical signs are not so evident, just a small perturbation of the sensory channels or an attentional overload may create the conditions that differentiate between PD and CTRL subjects.

The EODT condition was shown to be particularly sensitive to the disease, since it was selected in all reported subsets. It is worth noting that, when subsets of three features from the same condition are considered, EODT provides the best performance. We found, in fact, a subset exclusively composed of EODT features that has a MR of 7.5% and SELECTION TIMES of 9 (it is not shown in Table IV since only subsets with SELECTION TIMES ≥ 20 are reported). This EODT subset, selected by the LR classifier, is made of J1 AP, P95 AP, and RHL ML. Thus, a good discrimination can be achieved considering the EODT condition alone, even if this subset is less robust to changes in the training set than the ones presented in Table IV. This result further confirms the importance of dual tasks in differentiating between the postural behavior of PD and CTRL subjects [19].

D. Impact on PD

Identification of testing conditions that are specific to PD with respect to CTRL subjects may be considered important from a clinical point of view. In fact, this result may lead one to think that the method plausibly characterizes PD and, hence, may be used for evaluation, follow-up, and possibly remote monitoring of PD subjects after therapy. In addition, further research on PD may benefit from these results, since they introduce new insight on the influence of sensory inputs on PD subjects and how the central nervous system integrates them. In particular, the dual task condition is shown to be particularly discriminating (see Section IV-C).

Hence, the potential impact of this study will be in both clinical practice, since it introduces a low-cost and accessible method for data acquisition, and clinical research, since it allows easy monitoring of balance maintenance in subjects with PD. The proposed postural test protocol is potentially usable in home and clinical environments, to evaluate the follow-up of a rehabilitative procedure or to analyze the disease’s progression and fluctuations. Since PD symptoms may vary throughout the day and from day to day, the timetable for administering the medication is very important: the proposed protocol could be used to define and control this timetable in order to optimize the effect of the medication on postural function. Moreover, this protocol could also be used to test the effect of physical exercise and physiotherapy on balance impairments in PD subjects. From this perspective the reliability and sensitivity of the selected features with respect to the dynamics of the disease need to be addressed next.

This accelerometer-based approach makes it easier to quantify postural impairments than the conventional protocol with force plates, which are more expensive and nonportable; however, the goal of this study was not to make a comparison between force-plates and accelerometers but to present a valid option, with some guidelines, for quantitative posture analysis in PD. The focus of this study was on the early-mild stage of the disease, where accelerometers have already proved their usefulness in detecting impaired anticipatory postural adjustments [10] and deficits in gait and turning [12].
E. Limitations and Future Developments

The lack of comparison with a gold standard is a limitation of the present study, which can be overcome by future experiments. A further improvement could be gained by integrating this postural evaluation with movement information (such as gait evaluation from an instrumented timed-up-and-go test), permitting a more complete evaluation of the clinical symptoms of a PD subject.

The relatively small sample size is a limitation, reflected by the large confidence intervals in Table IV. This problem could be overcome by widening the presented dataset of PD subjects and by testing selected measures on other datasets. These approaches should make the present findings statistically more robust; in particular, to check if the selected optimal measures are reliable early biomarkers of PD, they could be tested on PD subjects in an earlier stage at their first diagnosis. It remains to be seen how specific the selected optimal measures are for PD, since other pathologies might be characterized by similar postural impairments.

On the other hand, it is worth mentioning that even if the presented subsets are optimal for classifying early-mild PD, there is no guarantee that they would be optimal for monitoring the disease (i.e., sensitive to postural changes during the progression of the disease) or for detecting changes after a medical treatment. In this context, a follow-up of the study is desirable to evaluate the performance of selected measures over time. Testing subjects at regular intervals would permit us to assess whether the selected measures are sensitive to the severity and/or the progression of the disease.

Future work could also deal with the feature selection procedure: different options for the search strategy of best subsets could be used; combinations of more than three features could be explored since it is possible that this would result in improved accuracy of the classification.
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